
➢The framework of our method

➢Memory in global and local

➢Local memory: the centers of each class (acquiring by K-means)

➢Global memory: the centers of each class from local clients (acquiring by K-means)
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Deep Cross-modal hashing has attracted much attention in

the large-scale multimedia search area. Existing methods need to

first collect data and then be trained with these accumulated data.

In many real applications, data may be generated and possessed

by different owners like devices or institutions. Collecting and

centralizing a large amount of distributed data is not only

expensive but also impractical. Besides, considering the legal

restrictions and growing concerns about data privacy protection,

such training schemes may be forbidden as transmitting data

may face potential security risks and threats.

Federated learning, as a distributed machine learning

framework, can ensure that a global model is trained

collaboratively by uniting a series of clients without sharing

local raw data, which solves the problem that local data cannot

be shared under privacy and security requirements. Therefore,

using federated learning to accomplish distributed training for

deep cross-modal hashing methods is a feasible solution.

BACKGROUND

CONTRIBUTIONS

➢A novel framework Federated Cross-modal Hashing with

Adaptive Feature Enhancement (FedCAFE) is proposed .

FedCAFE is endowed with a novel adaptive feature

enhancement module and a new weighted aggregation strategy.

Besides, it could fully utilize the rich global information carried

in the global model to constrain the model during the local

training process.

➢Extensive experiments are conducted on four widely-used

datasets with both IID and non-IID settings. The proposed

FedCAFE achieves better retrieval accuracy than all chosen

baselines.

METHOD

O*, 𝑉𝐸
∗ denotes the raw

features and enhanced

features.

➢MAP results on MIRFlickr-25K and NUS-WIDE.

➢MAP results on FashionVC and Ssense in Non-IID settings.

➢Convergence curves

➢For more experimental results, please refer to our paper.
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➢Adaptive feature enhancement module

➢Constraints imposed on the raw features

➢Global guidance in cross modal correlations

➢KL divergence for classification ability

➢Overall Loss Function

➢Weighted aggregation strategy

➢the similarity between the local memory of 𝑘-th client and the global memory

➢the degree of difference between global memory and local memory as weight

➢the global model parameters for different modalities in round (𝑡 + 1)
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